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ABSTRACT

Multi-agent deep reinforcement learning (MADRL) has been widely
used in many scenarios such as robotics and game AL However,
existing methods mainly focus on the optimization of agents’ micro
policies without considering the macro strategy. As a result, they
cannot perform well in complex or sparse reward scenarios like
the StarCraft Multi-Agent Challenge (SMAC) and Google Research
Football (GRF). To this end, we propose a hierarchical MADRL
framework called “HiMacMic" with dynamic asynchronous macro
strategy. Spatially, HiMacMic determines a critical position by using
a positional heat map. Temporally, the macro strategy dynamically
decides its deadline and updates it asynchronously among agents.
We validate HiMacMic in four widely used benchmarks, namely:
Overcooked, GRF, SMAC and SMAC-v2 with nine chosen scenarios.
Results show that HiMacMic not only converges faster and achieves
higher results than ten existing approaches, but also shows its
adaptability to different environment settings.
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Figure 1: Motivation of this paper by examples in SMAC-v2
zerg_5_vs_5 scenario.

1 INTRODUCTION

Multi-agent deep reinforcement learning (MADRL) has shown po-
tentials in various applications such as life and medical sciences [41],
robotics [22, 23, 30, 42, 49, 51], and game Al [12, 13, 25, 27, 31]. In
order to solve the challenge of optimal cooperations among agents,
existing solutions [16, 21, 26, 33, 34, 37, 43] mainly used centralized
training decentralized execution (CTDE [18]) pattern by assign-
ing a global reward [28]. However, these approaches primarily
focus on micro policies (i.e., actions at each time step), lacking
decision-making at the macro strategic level. This lead to possible
discoordination among agents or suboptimal policies in challenging
scenarios [14, 36, 47], such as 6h_vs_8z in SMAC [36], zerg_5_vs_5
in SMAC-v2 [9], academy_3_vs_1_with_keeper (or simply keeper)
or academy_counterattack_hard (or simply hard) in GRF [20].
Take the zerg_5_vs_5 scenario in SMAC-v2 as an example, as
shown in Figure 1(a), if agents only consider the micro-operations,
then they prefer to fight against their own battle individually, by
selecting the first enemy found in their respective field of vision and
attack range without integrity. However, a good high-level macro
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strategy might be gathering together to fire to destroy enemy units,
rather than in three disconnected battle zones. Despite the fact
that curiosity-based auxiliary rewards [7] and goal-conditioned
hierarchical designs [3, 11] improved micro policy and achieved
the task-level understanding in single-agent settings, they cannot
be well applied to multiple agents directly. This is because that, on
one hand, if multiple agents share the same macro strategy, they
need to be trained and executed in a centralized manner, which
may not be feasible in practice; on the other hand, if each agent
adopts the macro strategy in a decentralized training and decentral-
ized execution (DTDE) pattern without centralized coordination,
agents will face the challenge brought by the impact of the unstable
environment during agent interactions.

Along the direction of CTDE, existing works relied on expert
knowledge in macro strategy design. Methods [17, 45, 47] stipulated
that agents share the same manually defined macro strategy dura-
tion. In other words, they idealized the macro strategy among mul-
tiple agents into a synchronous decision-making process. However,
it is impractical by enforcing agents to wait for others to terminate
and communicate with each other. As shown in Figure 1(b), Hy-
dralisk (denoted as H) H3 and H4 will soon destroy enemy H4, but
H1 and H2 are still in the process of attacking enemy H2. Given the
fact that the macro strategies of multiple agents are synchronous,
there will be contradictions and may lead to sub-optimal results. In
practice, cooperation of multiple agents should be asynchronous.
In this case, units H3 and H4 better choose a new strategy to attack
enemies H1 and H3 without waiting for their alliance H1 and H2.
Furthermore, although [46] allowed agents to select macro strategy
asynchronously, it fixed it as an established rule. As shown in Fig-
ure 1(c), it designed macro strategies with different time lengths of a
sequence of actions. The agent independently and asynchronously
selects the original actions and manually defines macro strategies.
Inspired by human players, when facing a combat-attacking enemy
Zergling (denoted as Z) Z4 and H1, a long-range unit, can use the
defined kiting strategy. That is, to attack and move back to pull
more space alternatively. However, a better strategy might be to
directly destroy the enemy units with a small amount of blood and
then focusing on the fire to destroy the remaining units on the right
hand side of the enemy, rather than mechanically implementing
the established strategy which results in unnecessary movement
and time loss. Furthermore, it is not convenient to adapt established
strategy to multiple types of agents (such as zergling, hydralisk,
baneling with random proportion) and flexibly applied to different
scenarios. Therefore, there lacks of a method that can guide micro
policies based on asynchronous macro strategy, where the latter
can dynamically optimize and update itself.

In this paper, we propose a hierarchical MADRL framework
called “HiMacMic", and its contributions are:

e We propose a hierarchical MADRL architecture called Hi-
MacMic, where agents are able to decide when and where
to perform the specific micro policy, navigated by the spa-
tiotemporal macro strategy.

e We propose a macro strategy deadline generation approach
by controller networks, to achieve dynamic and asynchro-
nous high-level strategy guidance of all agents and is adapt-
able to different tasks.
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e We propose a positional heat map from successful past expe-
riences to train the macro strategy, and an intrinsic reward
mechanism by measuring the Manhattan distance between
predicted positions from macro strategy and agents’ actual
positions to guide micro policy movement, to achieve higher
sample efficiency and cooperation in complex and sparse
reward scenarios.

e We evaluate HiMacMic in four common benchmarks, in-
cluding Overcooked, GRF, SMAC and SMAC-v2. Empiri-
cal results demonstrate that HiMacMic achieves both faster
convergence and better final results over 10 state-of-the-art
MADRL baselines. A complete set of ablation studies as well
as trajectory visualization are also given.

2 RELATED WORK
2.1 MARL with Only Micro Policy

Multi-agent reinforcement learning (MARL) consists of cooper-
ative [12, 48], competitive [4], and mixed settings [24, 32]. The
main challenge lies in assigning credit between the entire team
and individual agents to learn micro policies. Early attempts [35] at
value function factorization required expert knowledge for suitable
per-agent team reward decomposition. Furthermore, some meth-
ods [14, 42] adopted DTDE pattern and directly regarded other
agents as part of the environment that adopts a single agent algo-
rithm to train all agents together. Due to the lack of global informa-
tion, they cannot effectively address the environmental instability
issue caused by agent-environment interaction, leading to subpar
performance.

Following the CTDE paradigm [28], MADRL has made remark-
able progress [36] recently. For example, VDN [38] decomposed
the joint Q-value function into a sum of local utility functions and
used it to select action greedily. QMIX [34] used general mono-
tonic functions to decompose the joint Q-value function into a
sum of local value functions. QTRAN [37] proposed IGM condition
and mapped the joint value function to a new function that is de-
composed to each agent to reduce the strong constraint of QMIX
on monotonicity. Weighted-QMIX [33] put forward two weighted
mixing methods, centrally-weighted and optimistically-weighted,
which achieved better results in fitting IGM conditions, especially
in the grid world environment. QPLEX [43] used duplex dueling
network to avoid the inaccurate fitting of monotonic network at
the peak reward. FACMAC [30] used a centralized policy gradient
estimator without monotonicity constraint, to improve the micro
policy in continuous action space. However, these methods focused
on micro policy actions in each time step to seek cooperations with
dense rewards, and lacked consideration of cooperative decisions
from the perspective of macro strategy.

2.2 Hierarchical MARL with Macro Strategy

A number of approaches to single-agent hierarchical reinforce-
ment learning have been suggested, including goal-reach approach
(e.g., H-DON [19]), multi-level control (e.g., Feudal RL [8]), options
framework [39], skill based method [10], etc. These approaches are
conducive to the decomposition of complex problems from a macro
strategy perspective, guiding the micro policy to complete actions
according to certain strategies.
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Migrated directly from single agent approaches, FMH [2] applied
Feudal RL [8] to multi-agent environments. HSD [47] introduced a
single agent skill-based method [10] through supervised learning
and thereby promoting skill discovery. RODE [45] used a clustering
method to generate a fixed number of invariant action space groups
as roles assigned to agents, and then selected actions according to
roles. MASER [17] generated subgoals from experience replay buffer
based on Q-function estimate, and used subgoals to guide agents
complete tasks hierarchically. However, these methods required
that the intervals to make macro strategies between all agents are
synchronized and also fixed based on human experiences. That is,
agents need to wait for others to complete their macro strategies,
and interval to make the next macro strategy is fixed that cannot
be modified dynamically during training process.

On the other hand, Mac-CAC [46] also emphasized that syn-
chronizing decisions across multiple agents in realistic settings is
problematic. Ideally in real life, agents should train and execute
asynchronously. In this way, macro strategy temporally extends
micro policy that can take different amounts of time based on the
environment situation. Unfortunately, they required the macro strat-
egy as a fixed path planning algorithm that cannot be modified, for
the reason of current policy gradient methods are not applicable in
asynchronous settings. In summary, existing macro strategies can-
not be flexibly and automatically tuned according to the dynamic
change of the underlying environment’s spatiotemporal informa-
tion, thus resulting in unsatisfactory overall performance.

3 PRELIMINARIES

We consider a fully cooperative task with N agents denoted as
N = {1,2,...,n,...,N} under a Dec-POMDP setting [28], as a
tuple < S, A, Z,r,P,O,N,y >. S is the finite set of global states,
A is the set of joint action space, Z is the set of joint observations,
r is the joint reward function shared among all agents, P is the
transition function specifying the state transition probabilities, O
is the observation function, and y is the discount factor.

Since the joint action and observation space grows exponentially
as the number of agents increases, it is challenging to use joint
action-value function to train an MADRL method directly. Recent
studies [37] tried to find the factorizable cooperation task according
to IGM condition, which showed promising results in complex
environment with many agents and large state-action space. As
shown in Eqn. (1), each agent selects a greedy action according to
their individual action-value functions in a decentralized fashion,
making it possible to use the unique global reward to optimize the
multi-agent cooperation problem.

arg max,| Q! (z},al)

¢y

argmax Q" (7,, ;) = : :

ar :

argmax N oN (riv ajt\’)

where t is the time step in an episode i = {1,...,¢,...,T} and 7; is
joint action observation histories, and a; is the joint action for all
agents at time step ¢.

In the CTDE regime, the mixing network is introduced to merge
all individual Q-values into Q' as:

O (erarse) = £ (Q" (efaf) N yose) @)
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where f™X represents different mixing functions. QMIX [34] pro-
posed a monotonicity function as one of the most widely used:

aQtﬂ (¢, az,s¢)
oQ" (17}, s1)

Then the micro policy network of multiple agents is trained with

TD loss:
Lp = Z b [(y?l’b

where b € B is the batch index and B is the batch size of transitions

sampled from a replay buffer. ylEtl is the target value denoted as ygﬂ =

>0, VneN,t.

®)

_ Qttl(r?, a?, sf))z] , (4)

rt +ymaxq,,, Qttl (Tt4+1, @r41, St+1;07), and 07 is the parameter of
the target network.

4 PROPOSED METHOD: HIMACMIC

We propose HiMacMic, consisted of four modules: macro strategy
controller (MaSC), micro policy controller (MiPC), high-level mix-
ing network trained with additional heap map loss, and low-level
mixing network trained with intrinsic reward, as shown in Figure 2.

First, we use MaSC to generate the macro strategy altv[a’n:

Ma,n _ _ Ma,n
a, " = (gf,d}") = MaSC(of, a,"5"), Vt,n, (5)
where altwa’n contains spatiotemporal information of a position

g} € G and deadline d € D. d} indicates the number of time

Ma,n

steps that @, " will last, during which the position will remain

the same. MaSC takes local observations o;‘ and altviai" as inputs,

combined with historical information h} | provided by GRU cell [6]
to produce an abstract representation. The latter, as a common head,
is then mapped to make macro strategies altv{a’" by MLP layers M.

The MaSC can be formally expressed as:

h' = GRU(h |, M(ol, d¥'®™)),  gi,d' = M(R}).

t-1

(©)

Then macro strategy altv[a’n is integrated into the input of MiPC,
which decides primitive action altvh’" for each agent to interact with
the environment, as:

Min _ yf: n jgn n Min
a, " = MiPC(o/,d}, g}, a,”"),

1 Yt, n,

™

where MiPC uses the same structure as in [34]. Next, following [37],
we define the joint value function, based on the individual value
functions of each agent at the macro strategic level as:

arg max ;s oMa(,, aItV[a; Q)

arg max a1 Q1 (rtl a?Aa’l;@l)
‘ (®)
N (N MaN QN
arg maXaIIVIa,N Q (Tt .4, ;0 )

where © is the parameters of MaSC. Similarly, the micro policy
level task factorization is given by:

Mi Mi
argmaxa;}ﬁ 0V (s, 9,.dr,a);0)

Ol (1 g1 gl Mill g1
argmaxa;;h,lQ (r,,g[,dt,at ,9,)

©)

) N ( N N JN MiN gN
argmaxa;;/h,N Q (Tt AN AN e )
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Figure 2: Overall structure of HiMacMic. Bottom is the decision-making process when high-level macro strategy inputs into
low-level micro policy. Upper part shows the process of optimizing network parameters in CTDE by using two mixing networks,
with the presence of heat map based self imitating learning loss and the intrinsic reward.

where 0 is the parameters of MiPC.

Finally, we optimize HiMacMic in CTDE mode by using two
mixing networks with the help of a novel heat map based self
imitating learning loss .Eﬁ’ln‘f and an intrinsic reward rivﬁ, under the
guidance of the macro strategy. Details will be given in the following
sections. HiMacMic has the following advantage, that on the basis
of micro policy, it models the agent cooperation by time-varying
macro strategies, to aid spatial exploration and temporal decision-
making, which might be quite conducive to better understanding
and completing tasks in difficult or sparse reward scenarios.

4.1 Asynchronous Deadline-Driven Dynamic
Macro Strategy Generation

Existing works HiTS [15] and TempoRL [5] used temporal abstrac-
tion from a macro perspective to seek a higher-level strategy. In-
spired by these works, we propose an asynchronous deadline (Asy-
DDL) driven macro strategy generation process, where durations
of macro strategies are not predetermined based on human experi-
ences and will be dynamically changed.

For each agent, when the deadline d} > 1, we keep its current po-
sition unchanged; otherwise we reselect a macro strategy according
to Eqn. (5), as shown in Eqn. (10):

o _ [ G -1), a1 "
o (g?+1’d?+1 . df=0.

To optimize a?ﬁ’", the reward between the beginning and ending

states of a macro strategy within dJ' time steps is calculated by:

n
Ma Ma _ 4 =1 At env
rt:t+d;’—1(Tt?t+d;1*1’at:t+d:'—l) = z :Atzo r+AL an

where r;"" is the extrinsic reward from environment. Agent updates
its own network parameters according to its own experiences and
cumulative rewards by Eqn. (11).

Different from previous studies that artificially defined a fixed
number of time steps to skip, the deadline of a macro strategy in
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HiMacMic is changing dynamically. This not only ensures that the
macro strategy has a certain continuity targeting certain spatial
position when d} > 1, but also expresses the urgency (if d} is
relatively small) and degree of task completion (highly likely so
if d! is big so that the same macro strategy remain unchanged
for a long period). Finally, our method allows different deadline
durations of all agents to asynchronously guide the underlying
micro policies in a dynamic way.

4.2 Spatial Navigation by Positional Heat Map
and Intrinsic Reward

Inspired by recent work in cognitive neuroscience [29] that
mice build a spatial map through the neurons in the hippocam-
pal and entorhinal cortex, we propose a two-dimensional heat map
@ (x,yl') — g € G to navigate an agent’s macro strategic move-
ment. The resolution is a hyperparameter that can be tuned. Specif-
ically, if the agents receive a successful signal at the end of an
episode (e.g., receiving battle winning signal in SMAC or maximum
reward in one time step in Overcooked and GRF), we calculate the
number of visits of all agents to a position g and update the heat
map C;(g) from episode i to i + 1 as:

Cin(9) = Cilg)+ ) D F(@(], y}).9).Va.i.

where F is a discriminant function that outputs 1 if and only if the
location of agent equal to the position updated in this round. In
this way, we obtain a statistical distribution p; related to successful
experiences:

(12)

Ci(g)
Z?;l Ci(g")
where G is the dimension of position space G. To obtain the self

imitation learning loss function based on the heat map, we calculate
the cross entropy distance between distribution p and Q as:

exp(Q(g:0™))
o exp(Q(g':0m)

pi(9) = (13)

G-1
L)2(em) =~ 3" pilg)log
g=0

(14)
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Algorithm 1 HiMacMic

Init: reset environment and initialize 6 and ©.
Output: MaSC and MiPC.

1: while episode i =1,2,... do

22 fort=12...,Tdo

3: forn=1,2,....,Ndo

4 Get observation o} from environment;

5 Use Eqn. (5) and (10) to acquire altvIa s

6: Use Eqn. (7) to acquire aM1 o

7: end for

8: Take joint primitive action @} and acquire reward ré", s;;
9:  end for
10:  if update MiPC then
11: Sample (s1 B lt\Aa’l B It\/h L: B, fnv L: B) batch data from

buffer and calculate r, Mi by Eqn. (15);

12: Use Eqn.(16) to update MiPC;

132 endif

14:  if update MaSC then

15: forn=12,...,Ndo

16: Sample (s, gt , d" ?+d”’ fr;id,,) from buffer ;
17: Calculate rM t+d” , and L 5 by Eqn. (11), (17);
18: Calculate heatmap loss L}I\lﬁ by Eqn. (14);

19: Update MaSC by Eqn. (18);
20: end for
21:  endif

22: end while

where Q(g; ®") refers to the macro strategy value of agent n at
time step ¢t under a particular position g. The proposed positional
heat map has the following advantages:

o It enhances the agent exploration of environment. In Eqn.
(13), when no successful experience is collected at the be-
ginning, positional heat map presents a spatially uniform
distribution, which is conducive to guide multiple agents
to explore task environment comprehensively, and avoid
possible local optima.

It improves sampling efficiency. After successful experiences
are gained, certain positions on the heat map become focus-
ing areas as macro strategy, which guides agents to cooperate
to complete the task. This will in turn optimize the heat map
distributions again, and thus sampling efficiency is improved.

Finally, we use Manhattan distance dist(-) to measure the sum of
absolute difference between an agent’s mapped position by macro
strategy ®(x7, y}') and its predicted position g} from past trajecto-
ries. Then, we assign an intrinsic reward r, Mi from the micro policy
to guide the agent to reach the designated position quickly and
accurately as:

Miziz A
t N &n | dist (g}

_— 15
oG ) 49

where c is a constant penalty.
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4.3 Training Process and Complexity Analysis

As shown in Algorithm 1, in each training episode, we first use a
macro strategy and micro policy controller to acquire action for
each agent (Line 3-7). Next, we use joint primitive action to interact
with the environment (Line 8). When an episode is finished, we
save useful data (i.e., observation, location of agents, state, reward,
game status info from environment and the output of MaSC and
MiPC) into a replay buffer (Line 2-9) and reset environment. When
updating MiPC, we calculate the intrinsic reward ri\/“ (Line 11) and
use batch training to update all agents’ MiPC parameter through
loss function together:

Ma,b Mlb .0
t+1 t+l >

LY5(0) = Zb yrrltaxQ (sHl,a
a

t+1

(16)

. . 2
b Mab Mx,b, env,b Mi,b
—Q (st a; a; ,9)+rt + pr; ] ,

where f is the hyperparameter to weight intrinsic reward in micro
policy loss function (Line 12). When updating MaSC, we re-organize
the macro state sequence between the beginning and ending states
of a macro strategy within d}} time steps for each agent and calculate
TD loss by:
LMa (®n _ [rMa,n _ QMa (st a Ma,n ®n)
="t t
(17)

+Y mMax Man Q
t+d

2
Man, -,
o atgzo™)|
where rltwa’" is multi-step return in Eqn. (11) (Line 16-18). Finally,
we use loss (18) to update MaSC (Line 19):

LM = £y5(0M) + ALy (@),

where A is hyperparameter to weight macro loss function.
Correspondingly, the network inference complexity of HiMacMic
D RU'Z(L) DmDout

W W

(18)

during training can be expressed as O(X , where

X, /A denote the time of environment interaction and parallel run-
ners, respectively, D™, DU are the dimensions of input vector and
output vector of the w-th FC layers, respectively, and DSRU is the
dimension of GRU-cell in controllers [6].

5 EXPERIMENTAL RESULTS
5.1 Setup

We select four games for performance benchmarking where nine
scenarios are chosen to represent either known difficult or sparse
reward cases.

e Overcooked [44]: Two chefs (agents) collaborate to accom-
plish cooking tasks in a gridded kitchen. The task involves
subtasks like vegetable selection, cutting, plating, and de-
livery. Successfully completing the overall task yields an
environmental reward of 200, while completing each sub-
task earns a reward of 10. However, delivering the wrong
dish incurs a penalty of -5, and a time step penalty of -0.1 is
applied. The final score is used for evaluation purposes.

GREF [20]: Agents cooperate to score goals. When a goal is
scored or the maximum step limit is reached, the environ-
ment ends and resets. A reward of 100 is assigned for scoring
a goal. We consider two sparse reward scenarios: "keeper”



KDD ’23, August 6-10, 2023, Long Beach, CA, USA.

Hancheng Zhang, Guozheng Li, Chi Harold Liu, Guoren Wang, & Jian Tang

Table 1: Impact of loss coefficients A, f.

Overcooked

GRF

SMAC

SMAC-v2

A 0.01 0.03 0.05 0.1 0.2

0.01 005 0.1 02 03

A 0.001 0.005 0.01 0.015 0.03

0.01 0.015 0.02 0.025 0.03

0.01 118.1 118.2 69.47 97.47 83.65
0.03 151.2 210.6 191.3 72.67 37.60
0.05 195.8 234.6 201.5 90.41 87.05
0.1 162.7 174.4 186.6 153.5 113.7
0.2 102.6 103.8 87.20 89.31 53.20

0.01 0.434 0.451 0.454 0.479 0.473
0.1 0.341 0.481 0.606 0.588 0.580
0.3 0.645 0.722 0.832 0.785 0.605
0.5 0.705 0.738 0.741 0.783 0.618
0.8 0.402 0.311 0.336 0.276 0.165

0.01 0.756 0.781 0.839 0.734 0.619
0.05 0.813 0.887 0.903 0.788 0.694
0.1 0.845 0.907 0.935 0.861 0.745
0.2 0.726 0.880 0.883 0.847 0.752
0.5 0.707 0.726 0.735 0.781 0.613

0.1 0.676 0.711 0.685 0.614 0.625
0.15 0.631 0.702 0.723 0.715 0.716
0.2 0.682 0.701 0.776 0.712 0.634
0.25 0.681 0.704 0.753 0.721 0.699
0.3 0.608 0.641 0.635 0.635 0.612

Table 2: Impact of heatmap resolution and macro strategy deadline.

GRF | SMAC | SMAC-v2
resolution deadline resolution deadline resolution deadline
2 3 4 5 6 2 3 4 5 6 3 4 5 6 7
9 0.646 0.608 0.676 0.597 0.471 25 0.864 0.906 0.863 0.826 0.878 36 0.671 0.689 0.646 0.627 0.631
16 0.627 0.731 0.801 0.725 0.583 36 0.881 0.901 0.894 0.898 0.839 49 0.698 0.710 0.695 0.663 0.652
25 0.734 0.715 0.832 0.798 0.617 49 0.876 0.897 0.935 0.911 0.874 64 0.714 0.751 0.776 0.705 0.678
36 0.654 0.645 0.735 0.704 0.649 64 0.847 0.866 0.915 0.904 0.881 81 0.674 0.678 0.715 0.697 0.654
49 0.613 0.684 0.603 0.699 0.592 81 0.850 0.843 0.861 0.839 0.817 100 0.688 0.691 0.712 0.681 0.623

involves a confrontation between a few agents in front of
the goal, and "hard" represents a more challenging task. The
evaluation metric used is the winning rate over 100 rounds.
SMAC [36]: We choose three cases 6h_vs_8z, 2c_vs_64zg
and MMM2 as well-known super hard scenarios [36] that
need sufficient exploration and cooperation, where existing
method can not solve task well. Battle winning rate over 100
rounds is used for evaluation.

SMAC-v2 [9]: Known as much more challenging than SMAC,
agents on both sides have two types of random initial po-
sitions: opposite and surrounded. It adds a type of random
units. Taking Zerg as an example, there are 45%, 45% and
10% probabilities to initially generate Zergling, Hydralisk
and Baneing, respectively. In the experiment, we selected
the maps of Zerg, Protoss and Terran to test. Battle winning
rate over 100 rounds is used for evaluation.

In all the experiments, we use Pytorch 1.13.0 to implement Hi-
MacMic, and all the codes are run on a Ubuntu 18.04.4 LTS server
with 8 GeForce RTX 3090 graphic cards. By default, we take eight
million time steps to train all algorithms. If the scene is difficult
and cannot completely converge, we will extend the training time
steps to 15 million.

5.2 Hyperparameter Tuning

5.2.1 Impact of macro strategy/micro policy loss function coefficients
A, B: We first show the impact of hyperparameters in the reward and
loss function calculation related to training macro strategy/micro
policy. We set constant penalty ¢ = 0.2, while other parameters
follow [33, 34]. In GRF, SMAC and SMAC-v2 environment, we
take the average result of all selected scenarios. From Table 1, we
observe that appropriate selection of A, § achieves peak winning
rate. This is because the additional guidance from macro strategy
and intrinsic reward is insufficient when A, § is small. On the other
hand, large coefficients may bring too much influence on agents to
cause training instability, which may result in poor performance.

5.2.2  Impact of Heat map resolution and macro strategy deadline:
Next, we show the impact of heat map resolution and macro strategy
deadline, which is related to how to analyze and use environment
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information in both temporal and spatial dimensions. Since Over-
cooked is a grid game which cannot tune the heat map resolution,
we keep it as 25, while changing the resolution in GRF, SMAC and
SMAC-v2. We take the average result of all selected scenarios. From
Table 2, we observe that resolution in 5 X 5 = 25,7 X 7 = 49 and
8 X 8 = 64 with 4, 4, 5 maximum macro strategy deadline yields
the best winning rate. This is because the extracted spatiotemporal
information of macro strategy is insufficient when heat map res-
olution and maximum macro strategy deadline are small, and too
much fine-grained representation of the state and too long time
span may bring information redundancy, resulted in poor overall
performance.

5.3 Ablation Study

We conduct ablation experiments, by removing key modules pro-
posed in this paper:

e HiMacMic with synchronous deadline (SynDDL): Different
from HiMacMic using AsynDDL, we update the macro strate-
gies of all agents synchronously.

HiMacMic with simple heatmap (w. s-hm): Instead of opti-
mizing macro strategy by the hindsight heatmap according
to the success signal from environment, we remove discrimi-
nant func F in Eqn. (12) and sample trajectories of all agents
uniformly to build a simple heatmap.

HiMacMic w/o hm: We set A = 0 in Eqn. (18), to reflect
removing self imitating learning loss function based on heat
map.

HiMacMic w/o r;vﬁ: We only use heat map loss without in-
trinsic reward by setting f = 0 in Eqn. (16).

From Table 3, we see that HiMacMic with SynDDL obtains lower
result, which confirms that synchronous macro strategy is not suit-
able for all agents. On the contrary, our approach with AsyDDL
allows agents to flexibly adjust their macro strategies based on
their own observations to achieve better cooperation. When re-
moving self imitating learning loss function based heat map and
intrinsic reward, or using simple heatmap without hindsight, the
performance drops more than 5%, which confirms their benefits
of bringing spatiotemporal information to update macro strategy
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Table 3: Ablation Study.

HiMacMic w. SynDDL w. s-hm w/o hm w/o rim

Overcooked 234.6 218.7 219.8 2135 198.4

GRF: keeper 0.869 0.793 0.702 0.670 0.634

GREF: hard 0.798 0.691 0.477 0.504 0.389

SMAC: 6h_vs_8z 0.851 0.754 0.719 0.679  0.683
SMAC: 2c_vs_64zg 0.969 0.891 0.857 0.861 0.886
SMAC: MMM2 0.985 0.947 0.925 0.901 0.897
SMAC-v2: zerg 5 _vs_5 0.793 0.734 0.731 0.702 0.695
SMAC-v2: protoss_5_vs_5 0.763 0.691 0.706 0.688 0.679
SMAC-v2: terran_5_vs_5 0.771 0.722 0.721 0.704  0.718
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Figure 3: Visualization of Overcooked with HiMacMic.

dynamically and using it to guide micro policy. When removing
all above modules, the rest becomes vanilla QMIX and results are
given in Section 5.5.
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We show the macro strategy in four game scenarios. The heatmap
shows the spatial distribution of macro strategy position of agents
selected in the test phase. The darker the color, the higher the
number of choices.

Overcooked: As shown in Figure 3, agent 1 takes a tomato
then brings it to the knife for cutting, thus selecting the purple
box position as macro strategy. Meanwhile, agent 2 finishes cutting
vegetables and then takes the macro strategy advice to load it on
a plate. Figure 3(c) further shows the time-varying deadlines of
two agents, which reflects when/where to move from the vegetable
cutting area to the dish loading area, or from the vegetable picking
area to the cutting area, where the macro strategy may last for some
time before changing. Furthermore, we see that two agents’ macro
strategy deadlines may not always coincide, since their tasks are
not synchronized as well as their macro strategies.

GRF-keeper: As shown in Figure 4(a), when the heat map res-
olution is too low, agent 1 and 3 prefer to stay, letting agent 2 to
dribble into the penalty area alone. As another extremity, when the
heat map resolution is too high, the macro strategies of all agents
all point to a small scoring area right in front of the keeper (see
Figure 4(b)), so that the only defender can better position himself
to stop ball from the final shot. Figure 4(c) shows the optimal heat
map resolution 25, where we can clearly see a strategy is generated,
that agent 2 moves in front of the penalty area and completes a pass
(by selecting the orange box as macro strategy); then agent 1 first
moves to the right side to attract the opponent in flank, and passes
the ball to the goal and outflank to the keeper (by selecting the
green box as macro strategy); finally, agent 3 moves to the goal di-
rectly and complete an easy shot (by selecting the red box as macro
strategy). This is further confirmed by reading their time-varying

Macro Strategy Visualizations by HiMacMic
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Figure 5: Visualization of SMAC: 6h_vs_8z with HiMacMic.

deadlines in Figure 4(c). Agent 2 hosts an increasing deadline du-
ration (referring to ball carrying and passing) at the beginning,
and then keeps moving in the front of restricted area (i.e., d}=1).
Similar phenomenon is observed for agent 1 and 3, which show the
frequent macro strategy update.

SMAC-6h_vs_8z: As shown in Figure 5(a) and (b), due to inap-
propriate heat map resolution, agents are too dispersed or clustered,
which is difficult to concentrate fire or easily being surrounded.
Figure 5(c) shows the optimal resolution 49 where agents form a tri-
angular formation (blue box as macro strategy). Figure 5(d) further
shows the time-varying deadlines of six agents at the beginning
of 45 time steps, which reflects when/where to move in order to
better attack the enemy.

SMAC-v2-zerg_5_vs_5: As shown in Figure 6(a), due to inap-
propriate heat map resolution, agents are too dispersed where they
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Figure 6: Visualization of SMAC-v2: zerg_5_vs_5 with HiMacMic.

fight individually. Agent 1 and 2 fight at the top of the map, while
agent 3 moves down to battle with agent 4 and 5. However, a good
strategy should build a more powerful group rather than form-
ing multiple battle zones. On the contrary, when the resolution is
too high, agents are inclined to form a group right after the game
start so that they are surrounded or annihilated by the enemy (e.g.,
agents 2, 3 and 4 gather in the middle thus quite vulnerable to range
damage caused by enemy Baneling units through self-explosion;
see Figure 6(b)). Figure 6(c) shows the optimal resolution we found
where the agent 1 and 2 move down quickly and gather with others
in the middle, to form a local advantage before the enemy’s upper
right unit arrives. Meanwhile, agents fight against the enemy in
the battle zone at the bottom left of the map, but not too close as
in Figure 6(b). Instead, they keep relatively scattered in the small
battle zone and retain the possibility of attracting the enemy by
moving towards the border of the map. Figure 6(d) further shows
the time-varying deadlines of five agents at the beginning of 35
time steps, which confirms when/where to move in order to better
attack the enemy.

5.5 Comparing with 10 Baselines

We compare HiMacMic with 10 state-of-the-art solutions:

e MADRL for only micro policy, including value-based method
VDN [38], OQMIX [34], QTRAN [37], OW-QMIX [33], CW-
QMIX [33] and QPLEX [43], as well as policy-based method
MAPPO [50] and FACMAC [30].
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Table 4: Computational complexity of all methods.

Method Time Cost (ms) Graphic Card Mem. Usage (GB)
HiMacMic 1.328 1.981
VDN [38] 1.176 1.383
QMIX [34] 1.267 1.503

QTRAN [37] 1.437 2.679
OW-QMIX [33] 1.389 2541
CW-QMIX [33] 1.405 2.673

QPLEX [43] 1.512 1.897

MAPPO [50] 1.226 1.259
FACMAC [30] 1.364 1.321

RODE [45] 1.306 1.921
MASER [17] 1337 1.329

e MADRL for micro policy with hierarchical control, including
RODE [45], and MASER [17].

Figure 7 shows the training curves with 8/15 million time steps.
We see that HiMacMic converges much faster and gets higher fi-
nal results. Especially in the most difficult SMAC scenario (see
Figure 7 (d)) and SMAC-v2 scenario (see Figure 7 (g)), HiMacMic
improves the best performance by around 10%. In GRF scenarios
(see Figure 7(b) and (c)), achieves a lot better performance compared
with QPLEX. This result reflects the benefits of bringing macro strat-
egy and micro policy together in a hierarchical MADRL framework.
Also, by introducing heat map based self imitation learning, the
macro strategy updates rapidly and efficiently, to allow agents to
fully explore environment with better group cooperations.

HiMacMic also shows a good degree of algorithm stability and
adaptability to different environments of the same game. RODE
pre-trained different roles to make hierarchical decisions at the
beginning and did not change them afterwards, thus performing
bad in GRF and SMAC-v2 (see Figure 7(b-c) and Figure 7(g-i)).
MASER generated subgoals only from replay buffer, which are
insufficient spatiotemporally, thus showing weak performance in
Overcookded (see Figure 7(a)) and GRF: hard (see Figure 7(c)) and
fail to solve SMAC: 6h_vs_8z (see Figure 7(d)) and 2c_vs_64zg (see
Figure 7(e)). This confirms the benefits brought by HiMacMic to
make macro strategic decisions dynamically and asynchronously,
as well as environment exploration by intrinsic reward.

Figure 7(j)-(I) show the training curves with 15 million time
steps in the most challenging SMAC-v2 environment with conical
field of view. As said earlier in SMAC-v2, there are three major
changes: using random start positions, restricting the agent field
of view and shooting range to a cone (where the agent can no
longer have a circular view, but needs to select the direction of
observation through 12 actions and obtain local observation). It
can be seen that our method outperforms all baselines by more
than 3%. This confirms the benefits brought by HiMacMic to make
macro strategic decisions dynamically and asynchronously, as well
as environment exploration by intrinsic reward.

Finally, computational complexity (both time cost and graphic
card memory usage) is given in Table 4. We observe that the running
time to produce actions in a time step by HiMacMic is similar to that
of other baselines, and within the same order of magnitude. The
graphic card memory usage of HiMacMic is only slightly higher
than others but lower than QTRAN and Weighted QMIX, given the
benefits it brings.
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Figure 7: Experiment results on Overcooked, GRF, SMAC and SMAC-v2.

Table 5: Large-scale and practical experimental results.

Method Vehicle Dispatch (reward) SMAC-v2: zerg_20_vs_20
HiMacMic 109.17 0.6931
VDN [38] 10.54 0.3565
OMIX [34] 101.35 0.6091

QTRAN [37] -26.13 0.2627
OW-QMIX [33] 102.64 05143
CW-QMIX [33] 97.09 05625

QPLEX [43] -14.92 0.3242

MAPPO [50] 103,57 05018
FACMAC [30] -20.14 0.4921

RODE [45] -29.71 0.1803
MASER [17] 14.19 0.6127

5.6 Large-scale and Practical Experiments

We designed a vehicle dispatching simulator based on real-world
ride-hailing datasets [1]. Similar to [40], we rasterized the latitude
and longitude range covered the data into a 1010 square grid.
Then, we obtained an initial distribution of order distribution and
available taxis based on the average value of the selected data in
a time period between 18:00 and 19:00. Based on the initial order
distribution and taxi distribution, we initialized 120 orders and
110 taxis in the environment in proportion, where each taxi is an
independent agent unit. Our objective is to minimize passenger
waiting time. When a passenger and a vehicle occupy the same grid,
we consider them to be matched, and the agent completes the task.
The episode ends when all agents have completed their matches.
Agents have six action options: move (up, down, left, right), stay,
and finish. An agent’s observation is a local view that includes
the number of cars and orders in nearby cells. Each time step, an
agent receives a step penalty of -0.01 multiplied by the remaining
passenger count n. When an agent successfully completes a subtask
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(picks up a passenger), it receives a subtask finished reward of 0.2.
When all agents complete the matching process, they receive an
all finish reward of 100. The multi-agent system shares a global
reward, and there is no separate reward function designed for each
agent in the environment. The results demonstrate that HiMacMic
achieves higher reward values, effectively minimizing the overall
waiting time for passengers.

When increasing number of agents in the SMAC-v2-zerg envi-
ronment, with a 20vs20 matchup, from Table 5, we see that even
though the scenario became more complex, HiMacMic still main-
tained its advantage.

6 CONCLUSION

In this paper, we propose HiMacMic, a hierarchical MADRL frame-
work with both macro strategy and micro policy. Temporally, Hi-
MacMic introduced an asynchronous deadline driven dynamic
decision-making process to update macro strategies of all agents
flexibly, and spatially, time-varying macro strategies are improved
by the positional heat map. Then, low-level micro policies are gener-
ated using an intrinsic reward to better complete tasks as a cooper-
ation. Extensive results on Overcooked, GRF, SMAC and SMAC-v2
games show the effectiveness and adaptability of HiMacMic when
compared with 10 baselines. We also find the best hyperparameters,
and visualize the agent trajectories to better understand the macro
strategy and micro policy generated by HiMacMic.
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